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ABSTRACT 

In this paper we provide a framework for analyzing network traffic traces through 

trace-driven queueing. We also introduce several queueing metrics together with the 

associated visualization tools (some novel) that provide insight into the traffic features 

and facilitate comparisons between traces. Some techniques for non-stationary data are 

discussed. Applying our framework to both real and synthetic traces we i) illustrate 

how to compare traces using trace-driven queueing, and ii) show that traces that look 

“similar” under various statistical measures (such as the Hurst index) can exhibit rather 

different behavior under queueing simulation. This paper deals with assessing and 

comparisons the real it is known for everyone that nowadays the services of the 

telecommunication networks are being developed day-to-day. The acceptable way of 

transmission data with the high quality, effect and safety through the network is to use 

the packet switching in the network. The main part of telecommunication networks is 

considered communication links. Through these communication links the information 

in the shape of packets is transmitted and during the transmission these packets pass 

some intermediate nodes. These intermediate nodes contain routers or switches, etc. 

By those intermediate nodes a lot of packet streams coming to the different nodes pass 

and in order not to be served to them at the same time the packets are curried in buffer 

in a queue. Then they are served in turn. In this condition packet loss and delay 

processes occur at intermediate nodes and this induces the decrease of the quality of 

service (QoS) in the network. This paper deals with the processes of packet losses 

occured in telecommunication networks in detail. Moreover, while researching the 

processes of packet losses, this network is modeled in AnyLogic program. 
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INTRODUCTION  

Communication networks are the support of the transmission of various types of 

information: voice, computer files, etc. They are constituted of nodes (machines, call 

servers, etc.) and links transporting the information between the nodes. Two main 

categories of communication networks can be distinguished. In circuit switching 

networks, used historically for telephony or currently in optical networks, an isolated 

channel is reserved between two nodes for the duration of the call. This way, once the 

connection is established, the transmission quality is guaranteed during the entire call. 

However, if no channel is available, a connection request might be blocked. The 

procedure which decides whether a request can be accepted or not is called admission 

control. On the other hand, in packet switching networks, consistent pieces of 

information (files for instance) are fragmented in packets emitted successively, that can 

take different routes to their destination and be multiplexed with packets from other 

sources. In such networks, even if a logical connection (e.g. a TCP connection) can be 

established between a source and a destination, there is no guarantee a priori on the 

links’ availability, and subsequent packets might be lost or delayed. To limit packet 

losses, intermediate points of the network (routers and switches) can store a limited 

amount of packets in buffers. The well-known Internet is based on this packet-

switching principle. It has greatly expanded over the last decade, and is still expanding 

fast. Packet loss is the discarding of packets in a network when a router or other 

network device is overloaded and cannot accept additional packets at a given moment. 

Packets are the fundamental unit of information transport in all modern computer 

networks, and increasingly in other communications networks as well. 

The losses are usually due to congestion on the network and buffer overflows on 

the end-systems A buffer is a portion of a computer’s memory that is set aside as a 

temporary holding place for data that is being sent to or received from an external 

device. A buffer overflow occurs any time more information is written into the buffer 

than there is space allocated for it in the memory. 

Packet loss may or may not be disruptive to the recipient of the data, depending 

on the type of network service and the severity of the loss. With best effort services, 

packet loss is acceptable because recovery of the lost packets is handled by other 

services. 
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In networks, packets that have to be routed from one node to the other may have 

to be relayed through a series of intermediate nodes. Also, each node in the network 

may receive packets via many data streams that are being routed simultaneously from 

their source nodes to their respective destinations. In such conditions, the packets may 

have to be stored at intermediate nodes for transmission at a later time. If buffers are 

unlimited, the intermediate nodes need not have to reject or drop packets that arrive. 

For practical reasons, buffers are limited in size. Although a large buffer size is 

preferred to minimize packet drops, large buffers have an adverse effect on the mean 

and variance in packet delay. 

METHOD  

In wired communication networks, packet loss is almost solely caused by buffer 

overflow intermediate network nodes. Therefore, the packet loss ratio – the fraction of 

packets that get lost – is well studied in queueing literatures. However, in the case of 

multimedia communications, the packet loss ratio is not the only loss characteristic of 

interest. Multimedia applications can typically tolerate a reasonable amount of packet 

loss, as long as there are no bursts of packet loss. For example, the perceived visual 

quality of variable bit rate video streaming heavily depends on the burstiness of the 

packet loss process. Forward error correction (FEC) techniques may further mitigate 

the effects of packet loss and increase the tolerable packet loss ratio but again require 

that packet loss is well spread in time. In telecommunication networks packet loss 

processes mainly occurs in two conditions (Figure 1). They are as follow: 

1. queue (aka buffer) preceding link in buffer has finite capacity 

2. packet arriving to full queue dropped (aka lost) 

 

Figure 1. Two conditions of packet loss. 
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The sources of loss in telecommunication networks can be associated with the 

main elements of the network infrastructure:the routers and the links interconnecting 

the routers. 

2.1. Sources of Loss in the Routers 

If the load is higher than the forwarding speed of the routers, the packets are 

temporarily stored in the buffers of the routers, waitingfor their turn to beforwarded on 

the output link. A typical router can be represented as in Figure 2 . 

It consists of input and output ports, a switch fabric and a routing processor. The 

packets waiting to be switched at the input ports are stored in the input port buffers 

while switched packets waiting to exit on the output link are stored in the output port 

buffers. The size of these buffers is finite. If the buffers are full, any new incoming 

packet is dropped. In other words, packets are lost due to buffer overflow. Buffer 

overflow is the main cause of loss in wireline networks accounting for more than 99% 

of all the lost packets . It is noted that packet loss due to buffer overflow is a 

consequence of limited buffer size and congestion in the network. The congestion in 

the network, and thus the necessary condition for having packet loss, is not resolved 

by only increasing the buffer memory . Nagle shows that even with an infinite buffer 

size, packet loss is not eliminated [2]. Routers with infinite buffers (assuming that such 

routers exist) would drop packets not because of lack of space in the buffer, but because 

of expiration of the time-to-live (TTL) in the header of the IP packets. 

 

 

Figure 2. Generic schematic of a router. 

 

Routing pathologies such as route loops [4] may also cause expiration of the TTL 

field and consequently packet drops.  

2.2. Sources of Loss on the Links 
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Link failures and lossy links are another cause of packet loss. For example, a 

typical wireless link often has high biterror rates due to channel fading, noise or 

interference, and intermittent connectivity due to handoffs. Corrupted packets might 

be dropped at any of the hops on the end-to-end path or at the receiver. Although 

sophisticated coding and checksum schemes exist for detection and correction of 

biterrors, unrecoverable packet corruption might occur, which is equivalent to a packet 

drop [4,]. 

The services in telecommunication networks are being developed day-to-day. The 

main part of telecommunication networks are considered communication links. 

Through these communication links the information in the shape of packets is 

transmitted and during the transmission these packets pass some intermediate nodes. 

These intermediate nodes contain routers or switches, etc. By those intermediate nodes 

a lot of packet streams coming to the different nodes pass and in order not to be served 

to them at the same time the packets are curried in buffer in a queue. Then they are 

served in turn. In this condition packet loss processes occur at intermediate nodes. In 

addition, packet loss may induce the general impression of a time delay, and thus, bias 

the perceived onset 

3. Result  Of the visual event. Higher packet loss rates give rise to the perception 

of longer time delays. Furthermore, the processes of packet loss cause to deteriorate 

quality of service of telecommunication networks. In buffers in the intermediate nodes 

packets could be loss in two ways: the first way is due to the buffer overflow; the 

second one is due to the delays in buffers. It is needed to create the mathematical and 

imitation models of telecommunication networks so as to evaluate accurately the 

characteristics of the existing networks. It gives us to see and predict the network faults 

(i.e. packet loss, packet delay variance, etc.) and helps to avoid before they occur. 

In this paper the simulated model of the networks which has finite (M/M/1/r) 

buffers is shown which is simulated in program AnyLogic and obtained results related 

to the packet losses of them are compared by using the line graph (Figure3). 

Internet routers are packet switches, and therefore buffer packets during times of 

congestion. Arguably, router buffers are the single biggest contributor to uncertainty 

in the Internet. Buffers cause queueing delay and delay-variance; when they overflow 

they cause packet loss, and when they underflow they can degrade throughput. 
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Table 1. The classes of packet loss characteristics. [3]. 

  

 

Figure 3. Telecommunication network modeled in AnyLogic. 

 

 

 

 

Figure 4. The sink window in AnyLogic (delay variance ≤ 50ms) and the 

probability of the packet loss in the network when the delay variance ≤ 50ms. 
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Figure 5. The relevant graph between packet delay variance and the probability 

of packet loss. 

 

DISCUSSION 

The packet loss processes are simulated in two ways in this paper, the first is due 

to the buffer overflow and the second is due to the delay variance in infinite buffers. 

Furthermore the relevant line graph between packet delay variance and the probability 

of the packet loss is illustrated. By modeling the processes of packet losses in 

telecommunication networks it can be predicted and solved the problems related to the 

network characteristics which may occur in the network in the near future. Also, in 

order to get the real results of the simulated model of the existing telecommunication 

network, it is demanded to just enter the original values of the network on simulated 

AnyLogic model. 

CONCLUSION 

In the summary of this paper may conclude as follow:By modeling the processes 

of packet losses in telecommunication networks it can be predicted and solved the 

problems related to the network characteristics which may occur in the network in the 

near future. Also, in order to get the real results of the simulated model of the existing 

telecommunication network, it is demanded to just enter the original values of the 

network on simulated AnyLogic model. 
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